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Abstract—This paper presents an iterative receiver for
Multiple-Input Multiple-Output (MIMO) Orthogonal Frequency
Division Multiplexing (OFDM) systems. The receiver performs
channel estimation and multi-user detection, with soft infor-
mation iteratively provided by the single-user decoders. Time-
variance is effectively taken into account exploiting the properties
of the discrete prolate spheroidal (DPS) sequences. Simulation
results for the performance are presented in terms of Bit Error
Rate (BER) vs Signal-to-Noise Ratio (SNR), showing how the
Single-User Bound (SUB) is approached in a few iterations.

I. INTRODUCTION

Wireless communications play a central role in the modern
society of information. The increasing demand of multimedia
services, mobility requirements up to vehicular speed, the
intrinsic problems affecting the radio channel, pose signif-
icant challenges in designing high-data-rate communication
systems. Wireless broadband communications for mobile users
with quality of service comparable to wireline technologies are
among the most critical tasks.

Use of multiple antennas at both transmit and receiver
side, providing a Multiple-Input Multiple-Output (MIMO)
channel, is a very popular solution to obtain either a diversity
gain or a capacity gain [8], [22]. As for the latter, MIMO
systems are capable of increasing capacity by a factor of
the minimum number of transmit and receive antennas, thus
appearing very suited to future services. Orthogonal Frequency
Division Multiplexing (OFDM) is a technique for high-data-
rate transmissions adopted in several standards [8], [22].
OFDM converts a frequency-selective channel into a set of
frequency-flat subchannels, thus requiring lower complexity
for channel equalization compared to single-carrier transmis-
sions. The separation between adjacent subchannels is the
minimum required to preserve orthogonality, in order to have
high spectral efficiency. OFDM for MIMO channels have
been studied to mitigate inter-symbol interference and enhance
system capacity at the same time [10], [21]. MIMO-OFDM
systems appear to be the natural choice for wireless high-data-
rate communications.

ITterative (turbo) receivers achieve excellent performance
with contained complexity, thus representing a very attractive
technique for next generation systems [2], [6], [7], [19], [24].
Like in standard Multi-User Detection (MUD) [23], Multiple
Access Interference (MAI) is not treated as noise. MUD and
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single-user decoding are decoupled into separate problems,
iteratively exchanging each other their results via soft infor-
mation. Iterative receivers have shown to be attractive also for
MIMO-OFDM systems [9], [11], [13], although channel esti-
mation has not benefited of the iterative structure. It has been
shown, in different scenarios, that the iterative structure of the
receiver can also include channel estimation and still be very
well performing [12], [26]. When mobility is a critical issue
to be addressed, time-variation of the channel is efficiently
and accurately taken into account by exploiting the properties
of the discrete prolate spheroidal (DPS) sequences [20], [25].
A very recent work [1] takes into account joint channel
estimation and MUD in MIMO-OFDM systems combined
with the use of turbo-codes [5], [14].

This paper proposes an iterative receiver for MIMO-OFDM
systems performing joint time-variant channel estimation and
MUD, with the use of convolutional codes [14], [15]. It is or-
ganized as follows: the mathematical model for the considered
MIMO-OFDM system is described in Section II; in Section III
we develop the structure of the iterative receiver; Section IV
shows and compares the performance obtained via numerical
simulations; some concluding remarks are given in Section V.

Notation - Column vectors (resp. matrices) are denoted
with lower-case (resp. upper-case) bold letters; a; (resp. A; ;)
denotes the ith (resp. (i,7)th) element of vector a (resp.
matrix A); diag(a) denotes a diagonal matrix whose main
diagonal is a. Iy denotes the N x N identity matrix; ig\?)
denotes the nth column of Iy; ey (resp. oy) denotes a
vector of length N whose elements are 1 (resp. 0); E{.},
(.)*, ()T and (.)! denote expectation, conjugate, transpose
and conjugate transpose operators; dy, ,, denotes the Kronecker
delta; ® denotes the Kronecker matrix product; [a] denotes
the smallest integer value greater or equal than a; j denotes
the imaginary unit; the symbol ~ means “distributed as”.

II. SYSTEM MODEL

We consider a MIMO-OFDM system with K transmit
antennas, /N receive antennas, M subcarriers. We also assume
that each transmit antenna sends an independent data stream
and we consider equivalent the terms “user” and “transmit an-
tenna”!. The model for the transmitter at the generic transmit

IThe model can be referred to the case in which K users are provided with
one single transmit antenna as well as to the case in which one single user is
provided with K transmit antennas and its data stream is parallelized in K
independent data streams.
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Fig. 1. Block diagram for the transmitter.

antenna is shown in Fig. 1. The transmission is frame oriented:
the bit stream is divided in blocks of L; source bits; each
block is encoded via a convolutional encoder and a random
interleaver [14], [15]; L, pilot bits are inserted to produce a
frame of L code bits. The bits of the frame are mapped into
symbols via Binary Phase Shift Keying (BPSK) modulation
[15], thus in the following we use the term frame to denote
both the bits or the BPSK symbols. The frame is divided into
S = L/M blocks, and each block gives rise to an OFDM
symbol to be transmitted on the wireless channel.

We assume that both L and L,, are integer multiples of M,
thus we have S, = L, /M pilot OFDM symbols and S — S,
data OFDM symbols. Optimal pilot placement falls beyond the
scope of this paper, and we simply assume that pilot OFDM
symbols are distributed in the frame according to the set of

S
. (2s—1)S P
indexes { {T—‘ }521.

In the following: bi[¢] and ci[¢] respectively denote the
(th source bit and the /th code bit (including pilots) to be
transmitted by the kth transmit antenna; xx[m, s] denotes the
(Frequency Domain) symbol transmitted by the kth transmit
antenna on the mth subcarrier during transmission of the
sth OFDM symbol (yj[m, s] corresponds in Time Domain);
H,, k|m, s] denotes the (Frequency Domain) channel coeffi-
cient between the kth transmit antenna and the nth receive
antenna on the mth subcarrier during transmission of the sth
OFDM symbol; w,,[m,s] denotes the (Frequency Domain)
additive noise at the nth receive antenna on the mth subcar-
rier during transmission of the sth OFDM symbol; r,,[m, s]
denotes the (Frequency Domain) received signal at the nth
receive antenna on the mth subcarrier during transmission of
the sth OFDM symbol (g, [m, s] corresponds in Time Domain).

We denote the transmitted vector, the channel matrix, the

noise vector (~ CA'(0,02 Iy)), and the received vector as

xzlm,s] = (x1]m,s],...,zxm,s])"
Hy1[m, s] Hi g|m, s]
H[m,s] = ,
Hn 1[m, s] Hn k[m, s]
wlm,s] = (wl[m,s},...,wN[m,s])T ,
rim,s] = (rl[nz,s],...,rN[m,s])T ,

and assume that the length of the cyclic prefix (L.;,) exceeds
the channel delay spread, then the discrete-time model for the
received signal is

r[m, s] = H[m, s|x|m, s] + w[m, s] .

ey

Also we denote the chann(%l) vector from kth transmit antenna
as hyy[m,s] = H[m, siy’.

It is worth noticing that m and s represent frequency-
variation and time-variation, respectively.

III. ITERATIVE RECEIVER

Transmissions from the various antennas combine at each
receive antenna and are processed according to the receiver
model shown in Fig. 2. OFDM robustness to synchronization
errors allows to ignore time asynchrony among transmit an-
tennas (assuming that synchronization errors do not exceed
the length of the cyclic prefix). Each OFDM symbol is
demodulated and sent to the iterative decoder, which performs
three fundamental tasks:

e MUD - processing received data from the demodulator,
code extrinsic information from the Soft-Input Soft-
Output (SISO) decoders, and channel estimates from the
channel estimator; furnishing symbol extrinsic informa-
tion to the SISO decoders. This task is realized via
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Fig. 2. Block diagram for the receiver.

Parallel Interference Cancellation (PIC) and Minimum
Mean Square Error (MMSE) filtering [12], [24], [26].

e SISO Decoding - processing symbol extrinsic information
from the MUD; furnishing code extrinsic information to
the MUD, code a posteriori information to the channel
estimator, source a posteriori information as final out-
put. This task is realized via Bahl-Cocke-Jelinek-Raviv
(BCJR) algorithm [3], [4], [14].

o Channel Estimation - processing received data from the
demodulator and code a posteriori information from the
SISO decoders; furnishing channel estimates to the MUD.
This task is realized via Slepian Basis Expansion (SBE)
and Linear MMSE (LMMSE) estimation [25], [26].

Both MUD and SISO decoders exchange extrinsic-based
soft information on symbols x;. We denote zj, the one passing
from the SISO decoders to the MUD, and zj, the one passing
from the MUD to the SISO decoders. SISO decoders also
provide a posteriori-based soft information on symbol xy, de-
noted xy, to the channel estimator, and a posteriori-based soft
information on source bit, denoted dj. The channel estimator
provides channel coefficient estimates, denoted fImk.

It is worth noticing that {Zy[1],...,Zx[L]} are deinter-
leaved before being passed to the the SISO decoder, while
{Zp[1],...,2%[L]} and {Zk[1],. .., £L[L]} are interleaved be-
fore being passed to the MUD and to the channel estimator,
respectively. In the following, to simplify notation, we do NOT
introduce different notations in order to explicitly distinguish
interleaved and deinterleaved symbols, and leave the meaning
to be evinced from the context.

A. MUD

As previously said, MUD is performed via PIC and MMSE
filtering. More precisely, the received signals (1) are processed
separately for each subcarrier and for each OFDM symbol.
We omit the indexes m and s to simplify notation. Also, in
the derivation of the symbol extrinsic soft information, we
assume that the receiver has perfect knowledge of the channel
coefficients, while in practice estimates from the channel
estimator are used (H is replaced with H ).

The PIC block receives & from the SISO decoders and H
from the channel estimators. The interference component for
the kth transmit antenna is Hz ), where &) = & — iki%),
then for each transmit antenna it is possible to compute the
residual term from the interference cancellation as

f(k) =7r— H:i(k) . (2)
The residual term is then processed with an MMSE filter, in
order to reduce further the effects of noise and MAI, giving
the extrinsic-based soft information

2= Fliy T -

The filter is found as f;) = argminy E {|z, — fo7 ) |*}
—1
= (E {'F(k)f&)}) E {x,7( }. From (1) and (2) we have

£ {%)f%{k)}
E {zxF) }

HVyH" + 021y ,

h ,
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being V() = diag ((1 — |Z1]%,.. .,
., 1—|Zk|?)), thus giving

Z = hily (HVH" + 02 Iy) gy .
The unbiased estimate is then
- h(k) (HV( )HH+‘7 IN)
(k) (HV HY + ofUIN) h(k)

2L =
E)T _
i (HUH 4ol (V) )T HY e
- k)T —

’Lg() (HHH+05)(‘/(]C))71) HHh(k)
where the last identity is obtained using the matrix inversion
lemma. It is worth noticing that (3) is the output of a
“conditional” filter, as it is obtained on the basis of the soft
estimates for each single symbol, for each iteration, for each
subcarrier, for each OFDM symbol.

B. SISO Decoders

After collecting {zx[1],...,2x[L]}, each transmit antenna
can be decoded independently using the BCJR algorithm [3],
[4], [14]. It is worth noticing that zj[¢] has been transmitted
on the mth subcarrier during the sth OFDM symbol if ¢ =
(s — 1)M + m. The model for the output of the MUD [24],
used by the single SISO decoder for the kth transmit antenna,
is 2, = pgpxy + Vg, with v, ~ CN(0,n?2), where i, = 1, and

1
i (HUH + 02 Iy)"" HYh,

We omit the index k to simplify notation.

We use a trellis representation for the code, and denote ¢, €
{1,...,Q} the state of the trellis at the end of the tth transition
among 7T total transitions. The tth transition corresponds to
the tth group of source bits entering the encoder [14], [15].
Forward and backward variables are computed according to
the following recursions:

Zat 1(0) (4, J)

where the initialization is given by ag(i) = ¢;1 and
Br(j) = 651, and where 7:(i,5) = Pr(s = jls—1 = 19)
x 102, Pr (2[(t — L)ng + o]|zi—;[(t — 1)ng +0]),  being
x;—;[(t — 1)ng + o] the oth symbol among the ng that would
have been transmitted during the ¢th transition with ¢;_; =4
and ¢; = j. The initialization of the forward and backward
variables takes into account the fact that the encoder starts in
state 1 and, due to the insertion of appropriate tail bits to the
block of source bits within the frame, also stops in state 1.
The a posteriori likelihood and the extrinsic likelihood are

T (k)

n =

Z'YtJrl (2, 5)Br+1(4) »

j=1

1- ‘jk—l‘Qa 17 1- |i‘k+1‘25

being [3], [14] Pr(z|z) =

More specifically, the algorithm is
the log-domain [17], exploiting the Jacobian logarithm
log (€% + e%2) = max(0y,62) + log (1 + e~ 1%2-211),

2= pal?
\/7 exp | — 2772 .

2mn
implemented in

C. Channel Estimation

We consider a channel with normalized Doppler bandwidth

yl(yl%)x and Doppler Spectrum for the mth subcarrier between

the kth transmit antenna and the nth receive antenna

—+00
H’I(L],Dk‘)(m7 v) = Z Hn,k(m, s) exp(—727vs) .

We make use of the SBE [25], [26]

s) ~ an)k[m,i]ui[s] ,

where u;[s] is the sth sample of the ith DPS sequence [20]
defined as the solution to

“

Z 20 D) sinc ( v D) (' — s)) uils'] = X (VX S)uils]

and Sp < I < S, being Sp = 21/maxS—‘ + 1 the approximate
signal space dimension. The reason behind the reduction of the
space dimension is that the eigenvalues Ai(uﬁﬂ)x,s*) rapidly
become negligible for ¢ > 21/1(11%),(5.

The SBE makes use of an orthogonal basis based on DPS
sequences, that have shown to be the bandlimited sequences
simultaneously most concentrated in a finite time interval [20].
Advantage of using the SBE is twofold: (i) low complexity, the
reduction of the space dimension means less coefficients to be
estimated; (ii) high accuracy, no assumption on the stochastic
model for the channel is needed but only knowledge of the
maximum Doppler spread.

From (1) and (4), denoting

uls] = (ulsl....urfs)”
&m,s] = x[m,s|@uls],
Elm,s] = Iy®é&m,s|",
Ynklml = (Wnrlm 1], Gppm, 1),
Palm] = ($ualm]®, .. o))"
Pim] = (dim]",... pnlm)")"

we get r[m, s| = B[m, s]yp[m]+ w[m, s], and finally, collect-
ing all the OFDM received symbols and denoting

obtained respectively as rim] = (r[m, 1}T7 rlm, ]T)T
> i) af=t1 Q-1 (D)7 (3, )8 (7) Emlzz(amﬁi..ams])

Aapp(z[f|2[1],...,2[L]) = D igyaf=—1 Q-1 (D)8, 3)Be(5) 7 wim] = (wfm. 1], .., wlm, 5] )

Agpxt(z[l)|z[1],...,2[L]) = Aapp(xlf)|2[1],. .., 2[L]) we obtain the signal model for the channel estimation as

Pr(z[f]2[(]=+ 1) ’
Pr(=[lel()=—1)

7[m] = E[m]yp[m] + wlm] . ©)
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We omit the index m to simplify notation. We restrict
our attention to linear channel estimators, ie. ¥ = Ayr,
where is given by Ay, = argming E{[y — Ar[?} =

_ H

(E{rr"}) ™ E{ryt}) . From (5) we have E {rril} =
E{EC’L/}EH} + 02Isy and IE{M,DH} = éCw, being
Cy = E{yypl} = —trdiag(Ay). Ay = enk @ A,
A= (A,...,A)", and E = E{E}. The diagonal struc-
ture of Cy is due to the independence of channels among
different transmit antennas and/or receive antennas, and to the
orthogonality of the DPS sequences, i.e.

. . i
E {7,/1,,/7;4 [m,z]¢7L//7k// [m,]]} = QT(;W/,W,”(;k/,k”éi,j .
The independence of transmit antennas and also of OFDM
symbols (due to the effect of random interleaving), i.e

1 k/ — k//7s/ — S//

E{zy[m,s'|z5.[m,s"]} =
{owl Jeie I {ik/[m,s']ﬁxz//[m,s”] else

gives

P4 P, 5

)

Ps 5

)

being ®; o = diag(¢s ~en) with

I K :
Dic ket 2:<\7D>|Uz[5”2 s=s

max

S K Au[slur]s )ik [m, s)2g[m, 8] else
2v,

max

(bs,s’ =

It is straightforward to obtain E {ECwEH} = éCwéH + 0,

being ® = diag(¥ ® ey), 9 = (191,...,19S)T, and ¥, =
I K , .

S S 2 als]l? (1w fm, s]2), and fnally

All = (BC,8" + A)_l 20,

with A = O + O',?UISN.
The channel estimate is obtained as

b =

~ ~ -1 .
_ (EHA—15+C;1) EHAL

~ ~ -1
C,E" (BC,ET+A) v,

to be used in (4). The last equality, obtained using the matrix
inversion lemma, replaces the inversion of a SN x SN
matrix with the inversion of a NKI x NKI matrix, saving
computations when K < 1/ (21/1(121),(). Also it is worth noticing
that both C'y, and A are diagonal, thus their inversion is not
computationally prohibitive.

IV. SIMULATION RESULTS

Numerical performance in terms of Bit Error Rate (BER) vs
Signal-to-Noise Ratio (SNR) have been obtained for various
systems, and compared with the Single-User Bound (SUB)
performance. SUB, used as a reference, represents the perfor-
mance achieved by a system with a single transmit antenna
and perfect knowledge of channel coefficients at the receiver.

Results shown here refer to systems with M = 32 subcarri-
ers and S = 128 OFDM symbols per frame thus corresponding
to L = 4,096 code bits per frame. In each frame we used
S, = 12 pilot OFDM symbols (less than 10%). Excluding
pilots we have 3,712 code bits generated at rate R = 1/2
via a recursive systematic convolutional encoder [15] with
generators (7,5)s and with two tail bits used to enforce the
final state into 1, thus L, = 1,854 source bits per frame.

Also, results have been obtained for synthetic-generated
channel coefficients. Time-variant channels have been simu-
lated using a Rayleigh fading model according to Jakes’model
[16], [25], [27]. Channel coefficients for each transmit-receive
antenna pair and for each subcarrier have been generated
according to a model with 15 interfering paths and maximum
normalized Doppler frequency z/I(n%)x = 0.005. The signal space
dimension is reduced from S = 128 to Sp = 2, and we used
I =5 coefficients for each SBE.

Fig. 3 refers to a system with N = 2 receive antennas
and K = 2 transmit antennas (2 x 2 system), while Fig. 4
refers to a system with N = 4 receive antennas and K =
4 transmit antennas (4 X 4 system). They show how after a
few iterations the receiver approaches the SUB performance.
Methods in [9], [10] have shown to perform respectively 1 dB
and 1.6 dB away (or worse) from performance with perfect
channel knowledge at the receiver. Simulations showed how
the receiver we have proposed in this paper, performing joint
iterative channel estimation and decoding, approaches the SUB
performance with vanishing degradation for reasonable SNRs.

Other recent works [1], [13] focus on using more sophis-
ticated codes as turbo-codes and low-density parity check
codes. To give an idea of the proposed framework we compare
the performance with those reported in [1]. We notice that
in order to achieve a BER= 1072 our system presents a
reduction of the required SNR of 1.5 dB in the case of a
2 x 2 system, and 4.75 dB in the case of a 4 x 4 system.
On the contrary, the system in [1] achieves arbitrary small
performance at SNR= 8.75 dB in the case of a 2 x 2 system,
and at SNR= 7.75 dB in the case of a 4 x 4 system, due to
the waterfall effect of turbo-codes [5], [14], while our systems
at the corresponding SNRs only achieve BER= 3 - 10~ and
BER= 2 - 1077, respectively. Also it is worth noticing that
performance in [1] refers to a number of subcarriers M = 128,
a channel with 7 paths, a normalized Doppler bandwidth
yﬁ{?x = 0.003 and use of Quadrature Phase Shift Keying
modulation [15].

We are currently working to include use of turbo-codes
in our framework. In this case both the global receiver and
the single-user decoder present an iterative structure, thus
analyzing the impact of the scheduling is crucial for better
trade-off performance and complexity. Also, we are testing the
proposed system on real MIMO channels [18] with measure-
ments provided by Lund University and Helsinki University of
Technology.
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Fig. 3. BER-vs-SNR. Simulation results for a system with N = 2, K = 2,

M =32, S =128, 8, = 12, v\ = 0.005.
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Fig. 4. BER-vs-SNR. Simulation results for a system with N =4, K =4,
M =32, 8 =128, S, = 12, i) = 0.005.

V. CONCLUSION

An iterative receiver for joint time-variant channel estima-
tion and multi-user detection in MIMO-OFDM systems has
been presented. Slepian Basis Expansion, Linear Minimum
Mean Square Error Estimation, Parallel Interference Cancella-
tion, Minimum Mean Square Error Filtering, Soft-Input Soft-
Output Decoding are the techniques implemented at the re-
ceiver. Numerical simulations with use of convolutional codes
presented excellent performance in terms of Bit Error Rate vs
Signal-to-Noise Ratio. Results showed how few iterations are
needed to approach the Single-User Bound performance with
vanishing degradation. Future works concern the extension to
include use of turbo-codes for channel coding, and validation
on real channels.
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